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Abstract

In this paper, an efficient and accurate computational method based on the hat functions
(HFs) is proposed for solving a class of fractional optimal control problems (FOCPs). In
the proposed method, the fractional optimal control problem under consideration is reduced
to a system of nonlinear algebraic equations which can be simply solved. To this end, the
fractional state and control variables are expanded by the HFs with unknown coefficients.
Then, the operational matrix of fractional integration of the HFs with some properties of
these basis functions are employed to achieve a nonlinear algebraic equation, replacing the
performance index and a nonlinear system of algebraic equations, replacing the dynamical
system in terms of the unknown coefficients. Finally, the method of constrained extremum is
applied, which consists of adjoining the constraint equations derived from the given dynamical
system to the performance index by a set of undetermined Lagrange multipliers. As a result, the
necessary conditions of optimality are derived as a system of algebraic equations in the unknown
coefficients of the state variable, control variable and Lagrange multipliers. Furthermore, the
efficiency of the proposed method is shown for some concrete examples. The results reveal that
the proposed method is very accurate and efficient.
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1 Introduction

Differential equations (DEs) play an important role in mathematical modeling of real-life phenomena
in science, engineering and many other fields. Generally speaking the analytical methods are not
suitable for large scale problems with complex solution regions. Numerical methods are commonly
used to get an approximate solution for the DEs which are non-linear or derivation of the analytical
methods is difficult [1]. Optimal control theory is a branch of optimization theory concerned with
minimizing a cost or maximizing a payout pertaining. In fact, an optimal control problem is a set
of DEs describing the paths of the control variables that minimize a function of state and control
variables. A necessary condition for an optimal control problem can be derived using Pontryagins
maximum principle and a sufficient condition can be obtained by HamiltonJacobiBellman equation
[1]. Recently, fractional order DEs have gained considerable importance due to their application in
various sciences, such as physics, chemistry, mechanics and engineering. Fractional order models
are more appropriate than conventional integer order to describe physical systems [1]. FOCP refers
to the minimization of a performance index subject to dynamic constraints, on state and control
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variables, which have fractional order models. The fractional optimal control theory ia a very new
area in mathematics although the optimal control theory is an area in mathematics which has been
under development for years [2]. An FOCP can be defined with respect to different definitions
of fractional derivatives. However, the most important definitions are the Riemann-Liouville and
Caputo fractional derivatives. General necessary conditions of optimality have been developed for
fractional optimal control problems. For example in [3,4], the authors have achieved the necessary
conditions for optimization of FOCPs with the Caputo fractional derivative. The interested reader
can refer to [5–22] for some recent works on FOCPs.
In this paper, we propose a new efficient and accurate computational method based on HFs for
solving the following FOCP [6]:

minJ [u] =

∫ 1

0

f (t, x(t), u(t)) dt, (1)

with the fractional dynamical system:

Dα
∗ x(t) = g (t, x(t), u(t)) , n− 1 ≤ α ≤ n, n = 2, 3, . . . , (2)

and the initial conditions:

x(0) = a0, x
′(0) = a1, . . . , x

(dαe−1)(0) = adαe−1. (3)

where f and g are continuous functions, Dα
∗ x(t) ≡ x(α)(t) denotes the Caputo fractional derivative

of order α of x(t) which will be described next.
Before continuing the discussion, it is necessary to give some definitions and mathematical prelim-
inaries of the fractional calculus theory which are needed for establishing our results.
The Riemann-Liouville fractional integration operator of order α ≥ 0 of a function f , is defined
as [23]:

(Iαf) (t) =


1

Γ(α)

∫ t

0

(t− τ)α−1f(τ)dτ, α > 0,

f(t), α = 0.

(4)

Also, the fractional derivative operator of order α > 0 in the Caputo sense is defined as [23]:

(Dα
∗ f) (t) =


dnf(t)
dtn , α = n ∈ N,

1

Γ(n− α)

∫ t

0

(t− τ)n−α−1f (n)(τ)dτ, n− 1 < α < n.
(5)

where n is an integer, t > 0.
This is a useful relation between the Riemann-Liouvill operator and Caputo operator which is given
by the following expression:

(IαDα
∗ f) (t) = f(t)−

n−1∑
k=0

f (k)(0+)
tk

k!
, t > 0, n− 1 < α ≤ n, (6)

where n is an integer, t > 0.
Now, we can continue the discussion to our method. In the proposed method, the fractional optimal
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control problem under consideration is reduced to a system of nonlinear algebraic equations which
can be simply solved. To this end, we expand the fractional state variable, i.e. Dα

∗ x(t), and the
control variable, i.e. u(t) by the HFs with unknown coefficients. Then, the operational matrix of
fractional integration of the HFs with some useful properties of these basis functions are utilized
to achieve a nonlinear algebraic equation, instead of the performance index (1) and a nonlinear
system of algebraic equations, instead of the dynamical system (7) in terms of the unknown coef-
ficients. Finally, the method of constrained extremum is applied, which consists of adjoining the
constraint equations derived from the given dynamical system to the performance index by a set of
undetermined Lagrange multipliers. As a result, the necessary conditions of optimality are derived
as a system of algebraic equations in the unknown coefficients of Dα

∗ x(t), u(t) and the Lagrange
multipliers.
This paper is organized as follows: In section 2, the HFs and some of their properties are investi-
gated. In section 3, the proposed method is described for solving the underlying fractional optimal
control problem. In section 4, the proposed method is applied to solve some numerical examples.
Finally a conclusion is drawn in section 5.

2 The HFs and their properties

The HFs are continuous real functions (with shape of hats), which are defined on the interval [0, 1].
A set of these basis functions is usually defined on the interval [0, 1] by [24–27], e. g.

ψ0(t) =


h− t
h

, 0 ≤ t < h,

0, o.w,

(7)

ψi(t) =



t− (i− 1)h

h
, (i− 1)h ≤ t < ih,

(i+ 1)h− t
h

, ih ≤ t < (i+ 1)h,

0, o.w,

i = 1, 2, . . . ,m− 1, (8)

and

ψm(t) =


t− (1− h)

h
, 1− h ≤ t ≤ 1,

0, o.w,

(9)

where h = 1
m and m is an arbitrary positive integer.

From the definition of the generalized hat basis functions, we have:

ψi(jh) =

{
1, i = j,

0, i 6= j,
(10)

and
ψi(t)ψj(t) = 0, |i− j| ≥ 2. (11)

An arbitrary continuous function u(t) which is defined over the interval [0, 1] can be expanded by
the HFs as:

u(t) '
m∑
i=0

uiψi(t) , UTΨ(t), (12)
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where
U , [u0, u1, . . . , um]T , (13)

and
Ψ(t) , [ψ0(t), ψ1(t), . . . , ψm(t)]T . (14)

An important aspect of using the generalized hat basis functions in approximating a function u(t)
lies in the fact that the coefficients ui in (12) are given by:

ui = u(ih), i = 0, 1, . . . ,m. (15)

The fractional integration of order α of the vector Ψ(t) defined in (13) can be expressed as [24]:

Iα (Ψ) (t) ' PαΨ(t), (16)

where the (m + 1) × (m + 1) matrix Pα is called the operational matrix of fractional integration
for the generalized hat functions and is given in [28] as:

Pα =
hα

Γ(α+ 2)



0 ζ1 ζ2 . . . ζn−1 ζn

0 1 ξ1 . . . ξn−2 ξn−1

0 0 1 . . . ξn−3 ξn−2

...
...

...
. . .

...
...

0 0 0 0 1 ξ1

0 0 0 0 0 1


, (17)

where {
ζi = iα (α− i+ 1) + (i− 1)α+1, i = 1, 2, . . . ,m,

ξi = (i+ 1)α+1 − 2iα+1 + (i− 1)α+1, i = 1, 2, . . . ,m− 1.
(18)

From now on, for any three constant vectors UT = [u0, u1, . . . , um], V T = [v0, v1, . . . , vm] and
WT = [w0, w1, . . . , wm], and any continuous function f : R3 → R, we define:

f(UT , V T ,WT ) = [f(u0, v0, w0), f(u1, v1, w1), . . . , f(um, vm, wm)] . (19)

Lemma 2.1. Suppose UTΨ(t), V TΨ(t) and WTΨ(t) be the expansions of u(t), v(t) and w(t) by
the HFs, respectively. Then, we have:

u(t)v(t)w(t) ' HTΨ(t), (20)

where H = U � V � W , and � denotes element-wise product of U , V and W , i.e., (H)ij =
(U)ij (V )ij (W )ij.

Proof. From (12) and (15), we have:

u(t) '
m∑
i=0

u(ih)ψi(t) = UTΨ(t),
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v(t) '
m∑
i=0

v(ih)ψi(t) = V TΨ(t),

w(t) '
m∑
i=0

w(ih)ψi(t) = WTΨ(t),

and

u(t)v(t)w(t) '
m∑
i=0

u(ih)v(ih)w(ih)ψi(t) = HTΨ(t),

which completes the proof. q.e.d.

Lemma 2.2. Suppose that UTΨ(t) be the expansion of u(t) by the HFs. Then, for any continuous
function g : R→ R, we have:

g(u(t)) ' g(UT )Ψ(t), (21)

where g(UT ) = [g(u0), g(u1), . . . , g(um)].

Proof. By considering (12) and (15), we have:

g(u(t)) '
m∑
i=0

g(u(ih))ψi(t) = g(UT )Ψ(t), (22)

which completes the proof. q.e.d.

Corollary 2.3. Suppose UTΨ(t), V TΨ(t) and WTΨ(t) be the expansions of u(t), v(t) and w(t)
by the HFs, respectively. Then, for any continuous function f : R3 → R, we have:

f(u(t), v(t), w(t)) ' f(UT , V T ,WT )Ψ(t). (23)

Proof. By considering Lemma 2.1 and Lemma 2.2, the proof will be straightforward. q.e.d.

3 Description of the proposed computational method

Consider the following FOCP:

minJ [u] =

∫ 1

0

f (t, x(t), u(t)) dt, (24)

with the fractional dynamical system:

Dα
∗ x(t) = g (t, x(t), u(t)) , n− 1 ≤ α ≤ n, n = 2, 3, . . . , (25)

and the initial conditions:

x(0) = a0, x
′(0) = a1, . . . , x

(dαe−1)(0) = adαe−1. (26)

To solve the above FOCP, we approximate the fractional state variable, i.e. Dα
∗ x(t) and the control

variable, i.e. u(t) by the HFs as:
Dα
∗ x(t) ' CTΨ(t), (27)
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u(t) ' UTΨ(t), (28)

where
CT = [c0, c1, . . . , cm], (29)

UT = [u0, u1, . . . , um], (30)

are unknown vectors which we need to compute them.
By applying the Riemann-Liouville fractional integration of order α on both sides of (27) and
considering relation (6) and the initial conditions (26), we have:

x(t) ' CTPαΨ(t) +

dne−1∑
j=0

aj
tj

j!
=
(
CTPα + dT

)
Ψ(t) , XTΨ(t), (31)

where d is the coefficients vector for

dne−1∑
j=0

aj
tj

j!
.

We also approximate t as a function by the HFs as:

t ' QTΨ(t), (32)

where Q is a known vector.
Next, by Corollary 2.3, we have:

f(t, x(t), u(t)) ' f
(
QT , XT , UT

)
Ψ(t), (33)

and
g(t, x(t), u(t)) ' g

(
QT , XT , UT

)
Ψ(t). (34)

Then, using (33), the performance index J is approximated as:

J [u] ' J [X,U ] = f
(
QT , XT , UT

)
Λ, (35)

where Λ is a known column vector given by:

Λ =

[∫ 1

0

ψ0(t)dt,

∫ 1

0

ψ1(t)dt, . . . ,

∫ 1

0

ψm(t)dt

]T
.

and the dynamical system (25) is approximated by the following system of algebraic equations:

CT − g
(
QT , XT , UT

)
' 0. (36)

Now, assume that
J∗[X,U, λ] = J [X,U ] +

(
CT − g

(
QT , XT , UT

))
λ, (37)

where
λ = [λ0, λ1, . . . , λm]T ,
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is the unknown Lagrange multiplier.
Finally, the necessary conditions for the extremum are

∂J∗

∂X
= 0,

∂J∗

∂U
= 0,

∂J∗

∂λ
= 0. (38)

The above equations can be solved for X, U and λ using Maple or Matlab packages. By deter-
mining X and U , we can determine the approximate solutions of u(t) and x(t) from (28) and (31),
respectively.
The algorithm for the proposed method is expressed as:

Algorithm

Input: m, n ∈ N, n− 1 ≤ α ≤ n, a0, a1, . . . , adαe−1, and the functions f and g.

Step 1: Define the HFs ψj(t) by (7)-(9).

Step 2: Compute the fractional operational matrices Pα using (17) and (18).

Step 3: Define the unknown vectors C and U in (27) and (28).

Step 4: Compute the vectors d and X in (31).

Step 5: Compute the vector Q in (32) using (15).

Step 6: Compute the vectors f
(
QT , XT , UT

)
and g

(
QT , XT , UT

)
using (19).

Step 7: Put Λ =
[∫ 1

0
ψ0(t)dt,

∫ 1

0
ψ1(t)dt, . . . ,

∫ 1

0
ψm(t)dt

]T
.

Step 8: Compute the equation J [X,U ] = f
(
QT , XT , UT

)
Λ using (35).

Step 9: Compute the system of algebraic equations CT − g
(
QT , XT , UT

)
' 0 in (36).

Step 10: Put λ = [λ0, λ1, . . . , λm]T .

Step 11: Put J∗[X,U, λ] = J [X,U ] +
(
CT − g

(
QT , XT , UT

))
λ.

Step 12: Solve the system of algebraic equations: ∂J∗

∂X
= 0, ∂J

∗

∂U
= 0, ∂J

∗

∂λ
= 0, for the vectors X and U .

Output: The approximate solutions: x(t) ' XTΨ(t), u(t) ' UTΨ(t) and µ ' µm.

4 Illustrative test problems

In this section, some numerical examples will be provided to demonstrate the efficiency and relia-
bility of the proposed method.

Example 4.1. Consider the following FOCP [6]:

minJ [u] =
1

2

∫ 1

0

[
x2(t) + u2(t)

]
dt,
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subject to the dynamical system:

Dα
∗ x(t) = −x(t) + u(t),

and the initial condition x(0) = 1.
Our aim is to find u(t) such that the quadratic performance index J is minimized. For α = 1, the
exact solution of this problem is x(t) = cosh(

√
2t) + β sinh(

√
2t),

u(t) =
(

1 +
√

2β
)

cosh(
√

2t) +
(√

2 + β
)

sinh(
√

2t).

where

β = −cosh(
√

2) +
√

2 sinh(
√

2)√
2 cosh(

√
2) + sinh(

√
2)
' −0.98.

Note that the minimum value of J is µ = 0.192909.
Now, we will solve this problem again by the proposed method for m = 50. Fig. 1 demonstrates
the behavior of the numerical solutions for the state variable x(t) (left side) and the control variable
u(t) (right side). From this figure, it can be simply seen that the numerical solution is in a very
good agreement with the exact solution for α = 1. Moreover, it is clear that as α increases, the
approximated values of x(t) and u(t) converge uniformly to the exact solution with α = 1.
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.4

−0.35

−0.3

−0.25

−0.2

−0.15

−0.1
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0
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t

u(
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α=0.6, 0.7, 0.8, 0.9, 1.0

Fig. 1. The graphs of the approximate solutions for state variable (left side) and control variable (right
side) of Example 4.1 for some different values of 0 < α ≤ 1.

Example 4.2. Consider the following FOCP [6]:

minJ [u] =

∫ 1

0

((
x(t)− t2

)2
+

(
u(t) + t2 − 20 t

9
10

9Γ( 9
10 )

))
dt,

subject to the dynamical system:

D1.1
∗ x(t) = t2x(t) + u(t),
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and the initial conditions x(0) = x′(0) = 0.

For this problem, the solution x(t) = t2 and u(t) =
20 t

9
10

9Γ( 9
10 )
− t4 minimizes the performance index

J and its minimum value is µ = 0. Fig. 2 compares the exact and approximate solution for state
variable x(t) and control variable u(t). Table 1 contains the absolute errors in the state variable x(t)
and control variable u(t), and also CPU time for some different values of m. By this information, it
can be stated that the numerical results are in a good agreement with the exact solutions. Moreover,
it can be seen that the proposed method requires a less time to compute the solution. It is also
worth to mention that the computational efforts and CPU time of the proposed method are less
than the method in [6]. To conclude, it can be seen that the proposed method is very simple in
implementation and also leads to accurate solutions with little computational work.
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Fig. 2. The graphs of the exact and approximate solutions for state variable (left side) and control variable
(right side) for Example 4.2.

Table 1. The absolute errors in the state and control variables and CPU time for different values of m
for Example 4.2.

m |x(t)− xm(t)| |u(t)− um(t)| |µ− µm| CPU Time (s)

10 2.25× 10−3 1.35× 10−2 6.86× 10−7 03.81 (s)
20 5.51× 10−4 3.52× 10−3 6.19× 10−8 04.10 (s)
30 2.62× 10−4 1.62× 10−3 1.49× 10−8 08.25 (s)
40 1.40× 10−4 9.12× 10−4 5.40× 10−9 08.80 (s)
50 8.22× 10−5 5.62× 10−4 2.44× 10−9 09.53 (s)

Example 4.3. Consider the following FOCP [6]:

minJ [u] =

∫ 1

0

et (x(t)− t4 + t− 1
)2

+ (1 + t2)

(
u(t) + 1− t+ t4 − 8000 t

21
10

77Γ( 1
10 )

)2
 dt,
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subject to the dynamical system:
D1.9
∗ x(t) = x(t) + u(t),

and the initial conditions x(0) = 1, x′(0) = −1.
For this problem, the solution x(t) = 1− t+ t4 is the minimizing state variable and the performance
index J has the minimum value of µ = 0. Fig. 3 demonstrates the exact and approximate solution
for the state variable x(t) and control variable u(t). Table 2 contains the absolute errors in the state
variable x(t) and control variable u(t), and also CPU time for some different values of m. Table
2 shows that the numerical results are in a good agreement with the exact solutions. Moreover, it
can be seen that the proposed method requires little time to perform. It is also worth to mention
that the computational efforts and CPU time of the proposed method are less than the method
in [6].
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Fig. 3. The graphs of the exact and approximate solutions for state variable (left side) and control variable
(right side) for Example 4.3.

Table 2. The absolute errors in the state and control variables and CPU time for different values of m
for Example 4.3.

m |x(t)− xm(t)| |u(t)− um(t)| |µ− µm| CPU Time (s)

10 2.15× 10−2 2.65× 10−2 4.46× 10−5 04.09 (s)
20 5.55× 10−3 5.82× 10−3 2.72× 10−6 05.88 (s)
30 2.52× 10−3 2.51× 10−3 5.34× 10−7 08.98 (s)
40 1.42× 10−3 1.42× 10−3 1.68× 10−8 16.00 (s)
50 9.22× 10−4 9.32× 10−4 8.95× 10−9 23.33 (s)

Example 4.4. Consider the following FOCP [6]:

minJ [u] =

∫ 1

0

((
x(t)− t 5

2

)4
+ (1 + t2)

(
u(t) + t6 − 15

√
π t

8

)2
)
dt,
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subject to the dynamical system:

D1.5
∗ x(t) = t x2(t) + u(t),

and the initial conditions x(0) = x′(0) =0.

For this problem, the solution x(t) = t
5
2 is the minimizing state variable and the performance

index J has the minimum value of µ = 0. Fig. 4 displays the exact and approximate solutions for
the state variable x(t) and control variable u(t). Table 3 contains the absolute errors in the state
variable x(t) and control variable u(t), and also CPU time for some different values of m. Table
3 shows that the numerical results are in a good agreement with the exact solutions. Moreover, it
can be seen that the proposed method requires little time to perform. It is also worth mentioning
that the computational work of the proposed method is less than the method in [6]. By this Table,
it can be concluded that the proposed method is very simple in implementation and also leads to
accurate solutions with a little computational work for this problem.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

t

x(
t)

 

 
Exact solution
Approximate solution

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.5

1

1.5

2

2.5

t

u(
t)

 

 
Exact solution
Approximate solution

Fig. 4. The graphs of the exact and approximate solutions for the state variable (left side) and control
variable (right side) for Example 4.4.

Table 3. The absolute errors in the state and control variables and CPU time for different values of m
for Example 4.4.

m |x(t)− xm(t)| |u(t)− um(t)| |µ− µm| CPU Time (s)

10 4.62× 10−3 3.15× 10−2 1.76× 10−12 003.79 (s)
15 2.12× 10−3 1.41× 10−2 4.21× 10−12 009.11 (s)
20 1.53× 10−3 8.22× 10−3 2.15× 10−13 026.14 (s)
25 7.13× 10−4 5.54× 10−3 5.70× 10−13 085.10 (s)
30 5.12× 10−4 3.71× 10−3 2.47× 10−13 134.00 (s)

Example 4.5. Consider the following FOCP [6]:

minJ [u] =

∫ 1

0

(
−2e1+t

2+x(t) + e2(1+t
2+x(t)) +

8
√
t√
π
u(t)− 2 sin(1 + t2)u(t) + u2(t) +

16t

π
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−8
√
t sin(1 + t2)√

π
+ sin2

(
1 + t2

)
+ 1

)
dt,

subject to the dynamical system:

D1.5
∗ x(t) = sin (x(t)) + u(t),

and the initial conditions x(0) = −1, x′(0) =0.

For this problem we have the solution x(t) = −1 − t2 and u(t) = −4
√
t√
π

+ sin(1 + t2) as optimal

state and control variables with the minimum value µ = 0 for the performance index J . Fig. 4
demonstrates the exact and approximate solutions for the state variable x(t) and control variable
u(t). Table 4 contains the absolute errors in the state variable x(t) and control variable u(t), and
also CPU time for some different values of m. Table 4 shows that the numerical results are in
a good agreement with the exact solutions. Moreover, it can be seen that the proposed method
requires little time to perform. It is also worth mentioning that the computational work of the
proposed method is less than the method in [6].
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Fig. 5. The graphs of the exact and approximate solutions for the state variable (left side) and control
variable (right side) for Example 4.5.

Table 4. The absolute errors in the state and control variables and CPU time for different values of m
for Example 4.5.

m |x(t)− xm(t)| |u(t)− um(t)| |µ− µm| CPU Time (s)

10 1.31× 10−2 1.15× 10−1 1.00× 10−4 04.16 (s)
20 4.53× 10−3 6.52× 10−3 1.39× 10−5 09.03 (s)
30 2.51× 10−3 5.51× 10−3 4.30× 10−6 15.22 (s)
40 1.61× 10−3 1.81× 10−3 1.86× 10−6 22.90 (s)
50 8.96× 10−4 9.51× 10−4 9.71× 10−7 39.18 (s)

Unauthenticated
Download Date | 2/28/18 7:43 AM



An efficient computational method based on the hat functions for solving fractional optimal control problems 155

5 Conclusion

In this paper, the operational matrix of fractional order integration for the HFs was applied in
order to solve a class of fractional optimal control problems. By utilizing the HFs, the operational
matrix of fractional integration, some new properties of these basis functions and the Lagrange
multiplier method for constrained optimization, the underlying problem was reduced to the problem
of solving a system of algebraic equations. Several examples were given to demonstrate the ability
of the proposed method. The numerical results illustrates the efficiency of the presented scheme
for solving FOCPs.
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